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A B S T R A C T

Extracting color palettes from an image is a common practice used by artists in different visual domains. In this
study, we introduce a novel tool for extracting color palettes from an image. Based on the hierarchical color
model (HCM) (Jeong et al. (2019)), we develop a prototype user interface system comprising novel interactions
and visualization. Our visualization is a node-link diagram tailored for the HCM; the accompanying interactions
originate from the hierarchical structure. We evaluate our prototype system by performing a usability test and
comparing it with contemporary alternatives for professional usage. The results from the user study validate the
effectiveness of the presented approach. We also find a few user requirements that can be useful in the further
development of the related tools. Moreover, we expect that the proposed interactive visualization can facilitate
additional studies on the HCM. The prototype is available in the following URL: https://int-vis-hcm.web.app.
1. Introduction

Color palettes play a crucial role in visual domains ranging from
illustration, graphic design, and fashion design to daily presentation de-
sign. They are also essential for many image manipulation techniques,
such as image layer decomposition, recoloring, and colorization (Chang
et al., 2015; Zhang et al., 2017; Cho et al., 2017; Xiao et al., 2020).
Considering the existence of numerous online communities devoted to
palette generation (Adobe, 2020; COLOURlovers, 2020; Coolors, 2020),
it is not surprising that some people create them for their artistic
expression and even for pleasure.

It is often preferable to generate palettes from an image because
producing a palette from scratch requires talent and a significant
understanding of color. Therefore, some of the existing tools allow users
to generate a palette from a specific image, either automatically or
manually. In automatic palette generation, it is crucial to supply users
with an additional user interface for modifying the palette because the
palettes desired by users are dependent on the users’ intent and the
context of the application. The aforementioned aspects encouraged us
to develop an interactive approach that allows users to modify palettes
based on the users’ intent. In particular, we focus on an interactive
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palette creation methodology for novice users within the context of a
specific image.

In this study, we propose a novel tool aiming at creating a positive
user experience (UX) for extracting color palettes from an image. Our
idea involves developing a user interface that allows users to investigate
the colors in an image and generate a palette from the image. In
particular, we adopt the hierarchical color model (HCM) (Jeong et al.,
2019), which was developed recently. We believe that the ‘‘structural
guidance’’ provided by the HCM can be beneficial to the task. In other
words, a user can rely on the hierarchical structure when creating
a palette. Potential solutions are embodied in the hierarchy, and the
desired result can be obtained through systematic approaches. Through
this structured generation, a beginner can extract a plausible palette.
Additionally, a user can edit the palette by utilizing the constraints
imposed by the hierarchy. Sometimes, even experts lose their context
when manipulating a palette. We can prevent such situations using
guided manipulation (Fig. 1).

The contributions of this study are summarized as follows: (1) We
demonstrate that the HCM improves the UX of color palette creation.
(2) We find a few user requirements, which will be valuable for
vailable online 9 September 2022
071-5819/© 2022 Elsevier Ltd. All rights reserved.

https://doi.org/10.1016/j.ijhcs.2022.102924
Received 31 December 2020; Received in revised form 4 August 2022; Accepted 1
 September 2022

http://www.elsevier.com/locate/ijhcs
http://www.elsevier.com/locate/ijhcs
https://int-vis-hcm.web.app
mailto:mubashir.karim@sada.nust.edu.pk
mailto:thjeong@maxst.com
mailto:hjha0508@ajou.ac.kr
mailto:hapsoa@ajou.ac.kr
mailto:kwlee@ajou.ac.kr
mailto:joony@ajou.ac.kr
https://doi.org/10.1016/j.ijhcs.2022.102924
https://doi.org/10.1016/j.ijhcs.2022.102924
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijhcs.2022.102924&domain=pdf


International Journal of Human - Computer Studies 169 (2023) 102924R.M. Karim et al.
Fig. 1. A hierarchical color model (Jeong et al., 2019) of an input image is visualized in our approach. By interacting with the visualization, a user is able to extract a plausible
palette from the image.
further improvement. (3) Our proposed interactive visualization helps
to explore color hierarchy with significant potential.

This study is organized as follows: In Section 2, we review the
related works, including those involving the HCM and perform a com-
parative study of the existing tools. Section 3 narrates the basic idea
of our proposed user experience based on the HCM. In Section 4, we
explain the prototype system that we developed as a proof of concept.
In Section 5, we describe our user study, followed by the quantitative
and qualitative feedback in Section 6. Section 7 concludes the study.

2. Previous work

In this section, we briefly discuss three groups of related works,
followed by a review of the HCM. Next, we provide a comparative study
on a few existing tools for authoring color palettes. By comparing their
features, we estimate the range and limits of the current UX.

Interacting with color. Although user interfaces for color selection have
changed little over the decades (Meier et al., 2004), a few studies have
proposed novel user interfaces with an extended capability through
expert interviews (Jalal et al., 2015; Shugrina et al., 2017). Concerning
interacting with color palettes, two prior studies are noteworthy. One
study enabled interactive palette exploration by imposing constraints
on its graph-based representation (Mellado et al., 2017). The other
introduced a unified framework for creating and editing different kinds
of color palettes (Shugrina et al., 2019). Our study is in line with
these efforts to improve interactions for color palette generation and
manipulation.

Hierarchy visualization. We refer readers to a review on the visu-
alization of hierarchical information (Schulz and Schumann, 2006).
By rendering links, an explicit approach shows the relationship be-
tween nodes (Reingold and Tilford, 1981; Lamping and Rao, 1996). On
the other hand, an implicit method focuses on visualizing quantities
through space partitioning (Schulz et al., 2010). It is also common
to classify the visualization techniques into either radial (Lamping
and Rao, 1996) or axis-parallel arrangements (Reingold and Tilford,
1981). A notable study, ‘Tree Colors,’ (Tennekes and de Jonge, 2014)
suggested a hierarchical visualization of the Hue-Chroma-Luminance
color model. In the meantime, there have been efforts to develop
interactive ways of exploring large scale hierarchical structures (Blanch
et al., 2015; da Silva et al., 2019).

Color palette extraction. There are a few studies opted for data-driven
approaches to solve palette-related problems (O’Donovan et al., 2011;
Lin and Hanrahan, 2013; Kita and Miyata, 2016). The domain spans
color compatibility (O’Donovan et al., 2011), aesthetic rating (Kita
and Miyata, 2016), ordering (Phan et al., 2018), and so on. In these
studies, the key idea was to exploit a palette data-set either created
by humans or extracted from images. Studies on image manipulation
proposed methods for obtaining the representative palettes of images.
The majority are clustering-based methods, (Chang et al., 2015; Zhang
et al., 2017) and the others are hierarchical approaches (Orchard and
Bouman, 1991; Jeong et al., 2019).
2

Hierarchical color model. The HCM (Jeong et al., 2019) facilitates the
extraction of palettes representing a specific image, which is the pre-
liminary step in several image manipulation techniques. It is common
sense that the more accurate the representation, the better the quality
of the edited image. However, in such an unsupervised proxy gener-
ation problem, the single optimal answer is rarely found. Therefore,
the HCM aimed to embrace all probable solutions in a hierarchical
structure. Precisely, a hierarchy is built in a bottom-up manner, starting
from the local estimates of the unknown global color model. As a result,
a full binary tree is formed whereby the regional color distributions
become leaves, and their mixtures become the internal nodes of the
tree (see Fig. 1).

Existing tools

In this study, we compare the functionalities of conventional tools
for creating and editing color palettes. Through this approach, we try
to define the range and limits of the UX delivered by the existing tools.
Because we focus on practicality, we only examine modern systems that
are accessible to the public. Furthermore, we focus on the function-
alities related to authoring color palettes. Note that in this study, we
concentrate on the discrete color palette. For a complete overview, please
refer to the study conducted by Shugrina et al. (2019).

Our comparison (see Table 1) includes a total of six applications:
Adobe Color 4), Colordot (2020), Colormind (2020), COLOURlovers
(2020), Coolors (2020) (the second one in Fig. 4), and Paletton (2020).
Each column in Table 1 corresponds to each of the seven functional-
ities examined in this study. The first four functionalities are directly
related to creating and editing palettes, whereas the rest give additional
controls for convenience. Almost every tool provides a color picking
interface; hence, we omitted it.

Table 1 shows a few noteworthy points. First, sometimes, the size
of a palette is fixed. Even if the size is variable, its maximum is often
limited to 5. However, up-to-date tools allow users to have much bigger
palettes. We assume that this is because of the flexible user interface.
Next, it is easy to find tools supporting image-based functionalities.
Some of them automatically extract plausible palettes from an image,
whereas others let one manually pick colors from the image. Some
tools provide users with a tool for manipulating the results generated
automatically.

Additionally, we found that color harmony, which imposes structural
constraints between the colors in a palette, is widely supported. Some
tools also provide themes for adjusting palette colors simultaneously.
However, the capabilities for manipulating individual colors are limited
to what is provided by the color pickers. Last, we note that some tools
consider accessibility for people with color-blindness.

Although known tools provide practical means, there is room for
improvement. For instance, it may be helpful having a variable-length
palette without size limitation. Such a palette could expand or shrink
to match a specific size. Moreover, it would be beneficial to have direct
and coherent methods for editing a specific color of a palette extracted
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Table 1
Comparison of functionalities of existing tools. Size – variable palette size (V) or fixed (F); Max – the maximum size of a palette; Image
(automatic) – automatic palette extraction from an image; Image (manual) – manual selection of colors from an image; Harmony – global
editing based on color harmony; Theme – global editing based on color theme; Accessibility – simulating color deficiency. ( : fully, :
partially, : not supported).

Tool Size Max Image (automatic) Image (manual) Harmony Theme Accessibility

Adobe Color F 5
Colordot V ∞
Colormind F 5
ColourLovers V 5
Coolors V 10
Paletton V 4
ig. 2. A screenshot of our prototype(HCM) UI system: (a) The ‘Input & Output’ view, (b) the ‘Chart’ view, (c) the ‘Settings’ view, and (d) the ‘History’ view. Please note that
he annotations are not included in the actual environment.
i
b

G
a
c
e
h
t
c
c
m
n

i
i
c
d
q
n
s
s

a
t
s

rom an image. Such approaches may follow the same rule used in
he extraction process. To provide these functionalities, we believe that
here is a need for a new structural approach.

. Use case scenarios

The adoption of the HCM offers significant merits that originated
rom ‘‘structural guidance’’. In this section, we explain its benefits
ithin the context of a specific user story. Precisely, we regard a user
ho wants to author a palette representing a particular image and

onsider an imaginary tool that provides related functionalities.
Suppose that a user has selected an image from which the user wants

o extract a palette. Given the image, the tool provides the user with
n automatically generated palette. Assuming that the palette does not
atisfy the user, they would like to do either of the following actions:
1) The user would like to change the parameters, if any, such as the
umber of colors in a palette so that the tool creates a new palette
pportunistically. (2) The user would like to modify the palette to
heir taste using the interaction methods supported by the tool. In
uch processes of generation and manipulation, the incorporation of the
CM could introduce enhanced user experiences described as follows.
tructured generation. In the HCM, the hierarchy embraces the po-
ential palettes, and a particular one can be selected automatically
ccording to the size specified by the user. Therefore, the time taken
o generate a palette is almost constant regardless of the palette’s size.
his efficiency guarantees that a user can change the size interactively.
dditionally, the HCM automatically generates not only any palette
3

or the given size but also the palette covering the colors in the a
mage within the specified size. This structured generation allows even
eginners to create desirable palettes fast and easily.

uided manipulation. The probable solutions embedded in the hier-
rchy share structural relationships. By exploiting the parent–child
onstraints between nodes, users can reflect their intent directly. For
xample, the individual colors stored in a node as their mixture can be
andled separately as their two children. Conversely, one can consider
wo sibling colors as a single color of their parent. In some cases,
hoosing one of the sibling colors and pruning the other, instead of
ombining them, might result in a more favored result. Such guided
anipulation would be beneficial even to an expert by helping them
ot to lose their context when manipulating a palette.

One of the crucial points is that we also need a dedicated visual-
zation to provide such a user experience. The color hierarchy of an
mage is a binary tree in which each node corresponds to a specific
olor. Although there are several ways to visualize the hierarchy, we
isplay it explicitly because it contains a set of relationships between
ualitative data. Note that the original study focusing on the HCM did
ot provide a visualization scheme. Although it is possible to develop a
uperior visualizing method by conducting an expert interview, in this
tudy, we use a minimal design to actualize the proposed interactions.

In the following sections, we discuss the implementation of the
forementioned ideas of interaction and visualization in our proto-
ype system as a tangible user experience. We then describe our user
tudy (Section 5), which is designed to validate the proposed palette

uthoring tool.
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Fig. 3. A comparison of four layouts of our visualization. We provide two horizontal arrangements (the linear and the radial) and two vertical alignments (the bottom-up and the
top-down) to accommodate different contexts and preferences.
4. Prototype system

In this section, we discuss the design and implementation of our
prototype system. We start by describing the visualization of a given
color hierarchy (Section 4.1). Additionally, we introduce the ways of
interacting with the visualized structure (Section 4.2) to manipulate
a generated palette. We conclude this section with a brief outline of
the user interface design (Section 4.3) before proceeding with our
discussion of the user study. Note that our system is merely a prototype
whose purpose is to enable and ease the user study for validating the
proposed concepts.

4.1. Color hierarchy visualization

As mentioned earlier, a color hierarchy comprises a set of nodes,
each of which corresponds to a particular color. Some of them are in
the palette; the others are not. We refer to such a node whose color is
in the palette as a selected node. Additionally, a particular node with
which a user currently interacts is called a target node hereafter.

We adopt a node-link diagram to visualize a given HCM explicitly.
Each node in the diagram is rendered as a circle filled with the cor-
responding color. If any distinctions are needed, we change the radius
of the circle and the color of the border. In Fig. 2, the selected nodes
are magnified in size and have a black border, and the target nodes are
distinguished in specific ways. We also utilize text labels to give more
information. For instance, the interaction target has a label denoting
the type of the corresponding operation. Additionally, if an internal
node is drawn at the terminal, we specify the number of leaf nodes
under the folded sub-tree.

As shown in Fig. 3, we array the nodes in two breadth-wise arrange-
ments, namely linear and radial. The former naturally shows the spatial
relationship between nodes (the left-hand side), whereas the latter is
superior in terms of space efficiency (the right-hand side). In the radial
arrangement, we depict concentric lines to ensure that the depth and
height are perceived clearly. We also allow the user to have different
depth-wise alignments of the nodes: bottom-up (the first and the third),
and top-down (the second and the fourth). Each of the four layouts has
pros and cons, and we let the user configure them according to the
occasion (see Section 4.3).

When the user selects a layout setting, the actual positions of the
nodes in 2D space are determined using the Reingold–Tilford algo-
rithm (Reingold and Tilford, 1981), which helps us to minimize space
usage. A color hierarchy often contains hundreds of nodes. Therefore,
it is not easy to draw the entire hierarchy at once. To keep a diagram
as compact as possible, we limit the depth visible after each selected
node. Moreover, we allow the user to adjust the visible depth to explore
the hierarchy.

In Fig. 9, we show the visualization instances corresponding to vari-
ous styles of photographs taken from the MIT-Adobe FiveK dataset (By-
chkovsky et al., 2011). Most of the previous studies presented an
extracted palette along with the input image (similar to the one shown
in Fig. 2.) Compared to them, our visualization expresses the colors of
4

each image in a more articulated manner.
4.2. Palette manipulation interaction

We provide a user with four primitive operations, including altering,
splitting, merging, and reverting. The original study (Jeong et al., 2019)
proposed the splitting and merging operations, and we extended the
capability by presenting the other two. We summarized the four op-
erations and their properties in Table 2. We define the four operations
as follows:

Altering. This operation changes a particular node to one of its chil-
dren. Using this operation, a user may opt to choose the left or right
child of the node. As a result, the user can fine-tune one of the palette
colors to be more desirable.

Splitting. This operation breaks a target node into its two children.
Precisely, the operation first removes a specific color from the palette
and appends two children of the removed one. This operation is useful
for users who want to have more detailed colors in the place of abstract
ones.

Merging. This operation combines a specific node and its sibling into
their parent. From the palette, the operation removes the color of the
target node and that of its sibling, and it inserts the color of the parent
instead. It allows users to handle similar colors at once.

Reverting. This operation is the inverse of altering. It undoes the desig-
nation of a particular node. The object of this interaction is the node
whose sibling’s color is not in the palette.

Combinations of the primitives cover all the possible interactions.
Even so, it is efficient to combine frequent sequences of actions into a
single one. Such compacted operations allow users to manipulate the
palette more directly and intuitively. To define an advanced manipula-
tion operation, we find the goal of a particular interaction considering
the circumstance. Indeed, we can categorize all possible advanced
operations into three groups based on the relationship between a target
node and the currently selected nodes. Each group involves directly
selecting an ascendant, a descendant, or the sibling of a selected node.

Ascendant-case. When an ascendant of any selected nodes is targeted,
the selected nodes below the target are removed from the palette, and
the target is added instead. For instance, if a user selects the root, only
the color of the root remains in the palette. This simplifies a sequence
of merging (or reverting) operations.

Descendant-case. When a user tries to interact with a descendant of any
selected node, we recognize it as a series of altering operations so that
the user can pick a specific node directly.

Sibling-case. A user might want to turn the result of an altering oper-
ation into that of a splitting operation on the parent node. This can
be done through a series of one reverting operation and one splitting
operation. Otherwise, the user can interact with the sibling that was

opted out in the process of altering, and directly add it into the palette.



International Journal of Human - Computer Studies 169 (2023) 102924R.M. Karim et al.
Table 2
The four primitive operations are summarized. In the second column which corresponds to the direction of change, ↓ (or ⇓) denotes the direction
from a parent to its child (or children), and ↑ (or ⇑) denotes the opposite. The third column corresponds to the change of the size of the
palette. The next two columns are the two operands required by each operation. The last column is the output of each operation.

Operation Dir. 𝛥Size Operands Result

Alter ↓ 0 A selected node having children & One of its children The child
Split ⇓ +1 A selected node having children The children
Merge ⇑ −1 A selected node whose sibling is chosen & Its sibling The parent of them
Revert ↑ 0 A selected node whose sibling is not chosen & Its parent The parent
4.3. User interface

We developed a user interface comprising distinct panels, including
our interactive visualization (Fig. 2.) The implementation is a web
application that has been deployed in the public domain: https://int-
vis-hcm.web.app.

Input & output. It is inevitable to keep comparing the image and the
palette to produce a better result. Therefore, we juxtapose the input
image and the output palette at the most salient position. Additionally,
we show the color hex codes of the colors in the palette and provide a
way to copy them for future usage.

Chart. We render the visualized HCM of the input image in the middle
of the user interface as large as possible. The rendering provides
not only the interaction functionalities but also smooth transitioning
animations. We draw the chart using d3.js (Bostock et al., 2011), which
is fully featured for our requirements.

Settings. The user interface has a few configurable options. The fore-
most is the number of colors in an initial palette. One can generate a
palette from an image by specifying the desired number of colors in
the palette. The lower part of the interface controls the layout of the
diagram in the chart (See Section 4.1 for further details.) The last option
is the visible depth from the selected nodes. It helps when the nodes
are too many to show up at the same time.

History
Each time the current palette changes, we record the latest result. By

providing the records in a visual form, we render a continuous flow of
the color palette extraction process. Moreover, by clicking each visual
record, it is possible to roll back to a specific state. This feature helps
to explore different possibilities.

The History has two states: one is the recording state, and another is
the editing state. In the former state, the History saves any user-made
changes of the Chart. The latter state applies as one of the records
becomes the target of interaction. By picking a record except for the
current one, a user lets the Chart be set to have the record as the current
palette. Any records which had been saved after the picked one are
considered as temporary and displayed dimmed. The user may compare
the picked one and the temporary ones by hovering the mouse cursor
which makes the record under the cursor undimmed. Also, it is possible
to make one of the temporary records become the current palette by
clicking. This editing state ends if the user clicks the picked record
again or manipulates the Chart by other means. The exit from this state
makes the temporary records be deleted and applies the recording state
again.

5. User study

Our study aims to examine how guided manipulation based on the
HCM improves the user experience in color palette extraction. For this
purpose, we conducted a two-part user study. Here, we want to mention
that our prototype is not a fully-featured palette extraction system; it
5

is only meant for testing the usability of guided manipulation.
User study design. We designed a user study comprising two parts. In
the first part of the study, we performed a usability test to evaluate
the overall effectiveness of our prototype’s user interface by obtaining
Qualitative Feedback (Section 6.1) from the participants.

In the second part, we performed a comparative evaluation of
our prototype with two commonly used free web-based applications
currently available online and compiled a Quantitative Feedback (Sec-
tion 6.2) out of it. For both parts of the study, we followed the think
aloud protocol for all of the tasks enabling the participants to speak up
their minds while they are performing those tasks, obtaining immediate
feedback as well. We also carried out a pilot study before the formal
user study to discover any issue with our user study design.

Participants. We recruited 35 participants (15 males and 20 females)
who declared themselves not related to color-blindness. All participants
are Industrial Design undergraduate senior year students. All of the 35
participants participated in both parts (usability testing and compara-
tive evaluation) of the user study. All of them had taken computerized
design-related courses. Therefore, all were knowledgeable about digital
color and palettes. To ensure sincere responses, we paid the participants
for their time and effort.

Experimental setup. We used two 27-inch displays (2560 × 1440 pixels)
of the same model for our study. One screen showed the interface for
performing a task and the other display showed the complementary
information (if any) regarding the task. All the tools were displayed
using the Google Chrome browser. Participants performed their tasks
using an external keyboard and mouse.

5.1. Usability test

Our first study was on the usability of our visualization and interac-
tion methods, as well as that of the overall user interface. In particular,
we tested the user experience of the prototype and the effectiveness
and intuitiveness of the proposed interactive visualization.

For this, we designed five tasks to be performed by each participant.
Each task was followed by a detailed questionnaire to discuss their
experience. After finishing all four tasks, we gave a post-testing ques-
tionnaire to each participant. The questionnaire was devised to obtain
useful insights from the participants’ overall experience with the tool.
The five tasks are described as follows.

1. From a given image, the participant was asked to extract a
five-colored palette using our prototype.

2. The participant was asked to perform splitting and merging oper-
ations in our prototype.

3. The participant was asked to perform altering and reverting op-
erations in our prototype.

4. The participant was asked to perform an undo function (move/
get back to previous palette state) via the History view.

5. The participant was asked to adjust each specific option avail-
able in the Settings view (as shown in the right-hand side of
Fig. 2.)

The result from the detailed questionnaire of usability testing was

compiled in the form of Qualitative Feedback in Section 6.1

https://int-vis-hcm.web.app
https://int-vis-hcm.web.app
https://int-vis-hcm.web.app
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Fig. 4. Tools used in our comparative evaluation. In each task, Adobe Color (Adobe, 2020), Coolors (Coolors, 2020), and our prototype system are provided for the participants.
Note that Adobe Color and Coolors present two different views for editing color palettes. For Task 3, ColorPicker Tool (Mozilla, 2020) is involved as an auxiliary application for
a specific purpose.
Fig. 5. A visual summary of the three tasks performed in our comparative evaluation. Note that Fig. 4 shows the main interface of three comparative tools along with the color
picking tool used for this study.
5.2. Comparative evaluation

The second part of our user study focused on comparing two web-
based palette authoring applications and our prototype. This compar-
ative evaluation aims to evaluate our prototype’s functionalities and
user experience against frequently used alternates. To implement the
experiment, we devised three tasks to understand user behavior while
extracting a color palette from an image. It is to be noted that the HCM
provides the most relevant colors, which sometimes might not be the
most satisfactory ones for a user. For that reason, the participants are
asked to extract a color palette in three different scenarios where the
target palette is not necessarily the most relevant color palette.

As alternatives, we chose the following web-based applications:
Adobe Color (Adobe, 2020) and Coolors (Coolors, 2020). These applica-
tions are used widely in real-world contexts because of their numerous
features and high-quality interface design. The three tasks, which are
performed by the participants using each tool, are described below. A
visual summary is also provided in Fig. 5, showing how each task is
executed.

1. Creating a palette: For this task participant was given an image
from a pool of various images and was asked to extract a
five-colored palette to their satisfaction.

2. Reproducing a given palette: Given an image and a corresponding
five-colored palette, the participants were asked to reproduce the
same palette using the given tool.

3. Reproducing a user created palette: The participants were first
asked to make a five-colored palette representing the given
image using a color picker (Mozilla, 2020), after which they
were asked to reproduce the same palette using the given tool.

We conducted our test based on the Shackel usability model
(Shackel, 2009). Although the original Shackel usability model consists
of four aspects, we added the satisfaction aspect in our study because
we believed that it was important for the user experience. Therefore,
we evaluated five aspects of user experience: efficiency, satisfaction,
attitude, flexibility, and learnability. In all usability aspects, a higher
score means better performance except attitude. In the case of attitude,
6

less score means better performance. Later in data analysis we flipped
the attitude scores for ease of understanding.

After each task, the participants were given a questionnaire with
a 5-point Likert scale (1 for strongly disagree, and 5 for strongly
agree). Based on 5-point Likert scale data we compiled the Quantitative
Feedback in Section 6.2.

Upon finishing all the tasks, the participants were asked to compare
their experience with the tools. We also asked them to give their
opinion regarding which tool they would prefer and why in Post-test
Interview (Section 6.3).

5.3. Procedure

The user study consisted of five phases: (1) Introduction and brief
about the study, (2) Training, (3) Demographic questionnaire, (4) Us-
ability study, and (5) Comparative evaluation. Before the introduction,
all participants were requested to provide informed consent of partic-
ipation in our study involving color palette extraction from an image.
Upon signing, we briefed all the participants regarding the purpose of
the study.

As the first phase of the procedure, we provided them with an
introduction on color palettes and how they can be extracted from an
image using all three tools (Adobe, Coolors and HCM). We used a few
figures and diagrams to help the participants understand this process.
Here we also explained the user interface and interactive feature of
other two tools to the participants. After explaining the principles of
our prototype to the participants, we navigated them towards our user
interface and briefed them about the essential interaction methods of
our prototype and how they can extract the color palette. We also
showed participants a tutorial video (URL: https://rb.gy/yvkwck) of
our prototype HCM for better understanding.

Before the formal user study, we let participants train themselves
using the prototype and the other two selected tools. For this purpose,
we provided them with a separate set of images which shared themes
with the ones used in the main study. During the training process,
the interviewers helped the participants understand the process. The
participants were also allowed to ask questions if they felt confused

at any point. This approach helped the participants understand the

https://rb.gy/yvkwck
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interactions and the components of the provided tools, which contains
interactions of a unique style. Prioritizing the accuracy of the task, we
asked the participants to respond as quickly and accurately as possible.
Next, participants reported their necessary demographic information
along with their experience using digital tools for color and palettes.
Additionally, we requested the participants to self-report about color
blindness before they started the formal study.

In the user study, the usability test always preceded the comparative
evaluation. In the latter experiment, we assigned each participant a
random order in which to use the three tools to nullify the effect
of distribution of tools if any. Once the sequence was settled, it was
maintained over the tasks. We provided each participant eight images,
five for usability test and three for comparative evaluation randomly
chosen from the fixed pool of photographs. Each image in the subset
was paired with each task and fed as input to all the tools. Note that all
the images are taken from the MIT-Adobe FiveK dataset (Bychkovsky
et al., 2011), which contains various kind of scenes including flowers,
foods, landscapes, and so on. Among the 5,000 images, we carefully
picked out those containing fairly vivid and simple scenes.

6. Results & discussion

In this section, we review the results of the study and discuss the
feedback through a quantitative analysis. We first summarize the qual-
itative user feedback regarding our proposed prototype system gathered
from Usability Test. Next, we perform a quantitative comparison of
our prototype with the web-based palette authoring tools based on
the results from Comparative Evaluation. Finally, we discuss ways to
improve the prototype based on the users’ post-test feedback.

6.1. Qualitative feedback

Overall experience. In the usability test feedback, 29 participants said
that the overall usage was easy to understand the process of color
palette generating process from an image was unique and efficient.
Participants emphasized how it enabled them to explore different color
palettes within a given image with ease: ‘‘The process was easy to
understand and once it was explained in the training session, I was able
to generate a color palette without any further assistance.’’ Another one
said, ‘‘I could explore the colors within the given image smoothly and
also be creative at some point.’’

Splitting & merging. Participants said that both of the interactive op-
erations (split and merge) were intuitive and useful in exploring the
colors in a specific visualization. Six participants said that it took them
two to three attempts on understanding the merge function, but once
they understood, it was very easy to move through different levels
of color hierarchy while generating the color palette. One participant
said that the merging operation was easy to understand. However, its
visualization is a bit fast. For example, ‘‘ I understood the function
merge as the word merge itself is very intuitive and you can guess what
it will be doing. But when it is done, it is difficult to visualize and
understand what exactly happened on the screen. Sometimes you get
lost in different levels of color hierarchy resulting in confusion between
the colors. Eventually, it actually grows on you after you perform it two
to three times.’’

Altering & reverting. All the participants said that the altering and
reverting operations were beneficial, considering the nature of the
visualization: ‘‘One needed to explore the colors within the hierarchical
visualization by going back and forth to get the desired color. As a
result, both operations were intuitive and convenient.’’ Five partici-
pants also said that they did not understand what the altering operation
meant. One of them said, ‘‘I did not understand what altering meant
and how it worked. I was confusing alter and split most of the time.

any of the times I intended to split the color but I ended up altering
color.’’Another participant said ‘‘In brief, listening about altering

unction made sense and seemed to be integral to the palette authoring
rocess but while performing it was difficult to demonstrate it.’’
7

a

History. All the participants said that it was useful to have a History
of the palette extraction process. It kept a record of the users’ previous
palettes for comparison purposes. One of the participants said, ‘‘It was
good to have a record of one’s process. You can see all your palettes in
a linear fashion. It helped me to compare my previous palettes with
the one in process to accomplish a better final outcome.’’ Another
participant acknowledged the effectiveness of History view by saying
‘‘It is actually very effective. Although I can go back to my previous
palettes using other interactive functions but somehow this seemed
easy to go back or undo your work.’’

Size of the initial palette. When we asked the participants about the
Settings operations, they said that these menu operations enhanced
the user experience with the visualization as per their requirements.
For example, the slider for the number of colors could be used if
participants wanted more of an automatic selection by the tool. It may
save processing time. Although they agreed that the slider was useful
in selecting the number of colors in a palette, 17 of the participants said
that they preferred to explore using the visualization instead of getting
an automatic extraction result from the given options.

One participant acknowledged the usefulness of choosing a different
number of colors in a palette. He commented, ‘‘I liked the flexibility
of choosing a certain number of colors in a palette in the proposed
tool. Most of the tools had fixed the number of colors in a palette (five
in most of the cases.) I often needed three or more than five-colored
palette instead of a five-colored palette.’’ A participant said, ‘‘Giving
a choice in the number of colors in a palette to the user is something
new that many available tools do not provide in their palette authoring
process.’’

Layout. 27 participants preferred the default (Radial, Top-Down) layout
f the visualization. Eight participants said that the linear layout helped
hem to understand the hierarchy compared to the radial layout. But
hen you are in deep sub levels of color hierarchy, sometimes the

olors overlap each other and confuses the user. However, when they
nteracted with the hierarchy to manipulate the color, they said they
elt more at ease using the radial layouts.

isible depths. 31 participants said that they like the default setting of
two-levels visible depths as it allows them to be more focused while
performing their task. A participant said that he is satisfied with the
default settings, it keeps him more focused. At times when he needs
to look into sub levels to find a color, for that he does play around
with the visible depths options but most of the time uses the default
settings. Other participants said that they preferred two visible depths
as this helped them interact with the visualization and explore more
colors. According to them, having more visible depths made the process
difficult, and they could not remain focused because of the many colors
that were displayed. Four participants said they preferred using more
depths as this allowed them to see a variety of colors to explore. For
example, a participant said ‘‘with four visible depths, I had more freedom
to explore and observe the available colors in the next depths.’’

6.2. Quantitative feedback

To analyze the quantitative feedback from the comparative eval-
uation (Section 5.2), we perform the Pearson’s Chi-Squared test. We
performed this test to find the statistically significant relationship
among the given variables. Note that this test applies to our data from
a 5-point Likert scale—basically an ordinal scale.

For each question in each task, our hypothesis is that HCM will
outperform the other tool - Adobe Color (or Coolors) or at least will be at
ar with them. Because the proposed system is a prototype comprising
minimal set of necessary features, we expect the other two tools may
erform better in terms of certain usability aspects. Therefore, if the
ull hypothesis is not rejected, we see that our system’s performance is

cceptable regarding a specific usability aspect under a certain task. On
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Fig. 6. Plots showing the descriptive statistics of the scores reported in Task 1. The boxplot (left) depicts the quartiles and outliers; the barplot (right) presents the means and
standard deviations. The 𝑥-axis corresponds to questions: Q1—Efficiency; Q2—Satisfaction; Q3—Attitude; Q4—Flexibility; Q5—Learnability. The 𝑦-axis is a 5-point Likert scale.
Table 3
Descriptive statistics of Task 1. Each row corresponds to a specific tool, and columns give the mean 𝜇 and the standard deviation 𝜎 of the
scores reported by the participants for each question.

Tool Q1 – Efficiency Q2 – Satisfaction Q3 – Attitude Q4 – Flexibility Q5 – Learnability

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Adobe Color 3.26 1.146 3.31 1.323 3.03 1.317 3.57 1.037 3.49 1.040
Coolors 3.46 1.067 3.40 1.193 2.89 0.993 3.09 1.173 3.11 0.932
Ours 3.94 0.838 4.06 0.906 3.49 0.887 4.26 0.741 3.83 1.014
Table 4
Test statistics of Task 1. From the top, Pearson 𝜒2 and asymptotic significance level 𝑝 are presented. The 𝑝-value is marked in boldface if the
null hypothesis is rejected (𝑝 < 0.05).

Adobe Color vs. Ours Coolors vs. Ours

Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5

𝜒2 9.7293 9.4826 7.4600 11.5940 3.0294 16.0000 12.5455 7.0000 19.4797 9.6987
𝑝 0.045 0.050 0.113 0.009 0.387 0.043 0.014 0.136 0.001 0.046
Q

S

the contrary, if the alternative hypothesis 𝐻𝑎, "There is a statistically
ignificant difference’’, is accepted, we further compare descriptive
tatistics such as mean and median. After that, we could say that one
ends to perform better than the other.

ask 1. A chi-squared test showed that HCM had a significant effect
n Adobe in two out of five usability aspects. Chi-squared and the 𝑝
alue for usability aspects are; Q1—Efficiency (𝜒2 = 9.72, 𝑝 = 0.045)
nd Q4—Flexibility (𝜒2 = 11.59, 𝑝 = 0.009).

Although HCM performed better in other three usability aspects
Q2—Satisfaction, Q3—Attitude and Q5—Learnability) there were no
tatistics that described the significant difference among them. We
ound that HCM outperformed Coolors on four out of five usability
spects. Chi-squared test and the 𝑝 value with respect to those aspects
re; Q1—Efficiency (𝜒2 = 9.84, 𝑝 = 0.043), Q2—Satisfaction (𝜒2 =
2.54, 𝑝 = 0.01), Q4—Flexibility (𝜒2 = 19.47, 𝑝 = 0.001) and Q5—
earnability (𝜒2 = 9.69, 𝑝 = 0.04) (see Tables 3–5). . No significant

difference was found in terms of Q3—Attitude (see Fig. 6).

Task 2. The results of Task 2 are significant but slightly different
in terms of usability aspects compared to those of Task 1, given
the test statistics presented in Table 6. Regarding the comparison
between HCM and Adobe Color, we found significant difference in Q2—
Satisfaction (𝜒2 = 9.53, 𝑝 = 0.04), Q3—Attitude (𝜒2 = 10.49, 𝑝 = 0.03),
Q4—Flexibility (𝜒2 = 11.56, 𝑝 = 0.02) and Q5—Learnability (𝜒2 =
8

8.92, 𝑝 = 0.06). No significant difference was found among them for
Q1—Efficiency (see Fig. 7).

In comparison of HCM and Coolors, HCM performed better in Q1—
Efficiency (𝜒2 = 9.51, 𝑝 = 0.02), Q2—Satisfaction (𝜒2 = 11.21, 𝑝 = 0.01)
and Q4—Flexibility (𝜒2 = 10.69, 𝑝 = 0.03).

Task 3. In Task 3 we found significant difference in Q2—Satisfaction
(𝜒2 = 11.69, 𝑝 = 0.02), Q3—Attitude (𝜒2 = 11.05, 𝑝 = 0.02) and

4—Flexibility (𝜒2 = 9.61, 𝑝 = 0.04). Both tools performed well in
Q1—Efficiency and Q5—Learnability but with no significant difference
(see Tables 7–9).

While comparing HCM with Coolors, likert scores revealed a sig-
nificant difference in Q1—Efficiency (𝜒2 = 10.44, 𝑝 = 0.03), Q2—
atisfaction (𝜒2 = 12.86, 𝑝 = 0.01) and Q4—Flexibility (𝜒2 = 10.60,

𝑝 = 0.01).

Discussions. By viewing the result from Task 1, 2 and 3 collectively,
we note that the participants tend to see HCM is better than the
others in terms of majority of the usability aspects. The first task
asked the participants to create an image-representing palette satisfying
themselves, and there is no exact answer in this case. At the same time,
HCM provides the potential palettes well-designed already to represent
a specific image. Therefore, using HCM, the participants can produce
satisfactory results swiftly. Although there is an exact answer in Task 2,
a similar situation arises. Because the given target palette faithfully rep-
resents the corresponding image, the participants have to search only
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Fig. 7. Plots showing the descriptive statistics of the scores reported in Task 2. The boxplot (left) depicts the quartiles and outliers; the barplot (right) presents the means and
standard deviations. The 𝑥-axis corresponds to questions: Q1—Efficiency; Q2—Satisfaction; Q3—Attitude; Q4—Flexibility; Q5—Learnability. The 𝑦-axis is a 5-point Likert scale.
Table 5
Descriptive statistics of Task 2. Each row corresponds to a specific tool, and columns give the mean 𝜇 and the standard deviation 𝜎 of the
scores reported by the participants for each question.

Tool Q1 – Efficiency Q2 – Satisfaction Q3 – Attitude Q4 – Flexibility Q5 – Learnability

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Adobe Color 3.54 0.980 3.29 1.017 3.03 1.124 3.03 1.150 3.51 0.887
Coolors 3.31 1.105 3.34 0.998 3.14 1.216 3.20 1.106 3.80 0.833
Ours 3.91 0.951 3.86 0.974 3.83 1.014 3.86 0.845 4.09 0.742
Table 6
Test statistics of Task 2. From the top, Pearson 𝜒2 and asymptotic significance level 𝑝 are presented. The 𝑝-value is marked in boldface if the
null hypothesis is rejected (𝑝 < 0.05).

Adobe Color vs. Ours Coolors vs. Ours

Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5

𝜒2 4.7323 9.5333 10.4945 11.5692 8.9255 9.5165 11.2175 3.2756 10.6390 0.9961
𝑝 0.192 0.049 0.033 0.021 0.063 0.023 0.011 0.513 0.031 0.802
Fig. 8. Plots showing the descriptive statistics of the scores reported in Task 3. The boxplot (left) depicts the quartiles and outliers; the barplot (right) presents the means and
standard deviations. The 𝑥-axis corresponds to questions: Q1—Efficiency; Q2—Satisfaction; Q3—Attitude; Q4—Flexibility; Q5—Learnability. The 𝑦-axis is a 5-point Likert scale.
9
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Table 7
Descriptive statistics of Task 3. Each row corresponds to a specific tool, and columns give the mean 𝜇 and the standard deviation 𝜎 of the
scores reported by the participants for each question.

Tool Q1 – Efficiency Q2 – Satisfaction Q3 – Attitude Q4 – Flexibility Q5 – Learnability

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Adobe Color 3.34 0.938 2.94 0.998 2.77 0.910 3.23 0.877 3.60 0.946
Coolors 3.06 0.802 2.80 0.964 2.80 1.079 3.43 0.739 3.74 0.780
Ours 3.54 1.039 3.69 1.022 3.51 0.887 3.89 0.867 3.80 0.964
Table 8
Test statistics of Task 3. From the top, Pearson 𝜒2 and asymptotic significance level 𝑝 are presented. The 𝑝-value is marked in boldface if the
null hypothesis is rejected (𝑝 < 0.05).

Adobe Color vs. Ours Coolors vs. Ours

Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5

𝜒2 2.3160 11.6984 11.0526 9.6149 3.4942 10.4410 12.8610 7.8439 10.6027 3.6250
𝑝 0.678 0.020 0.026 0.047 0.479 0.034 0.012 0.097 0.014 0.305
Table 9
Raw data of our study. All 35 participants (15 male and 20 female) answered every question of the three tasks.

Task 1 Task 2 Task 3

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Q1
Adobe Color 2 9 6 14 4 0 8 7 15 5 1 6 10 16 2
Coolors 2 3 13 11 6 0 11 8 10 6 0 10 13 12 0
Ours 1 1 4 22 7 0 2 6 15 12 1 6 6 17 5

Q2
Adobe Color 4 6 8 9 8 2 5 12 13 3 1 13 10 9 2
Coolors 1 10 5 12 7 0 7 15 7 6 2 13 11 8 1
Ours 0 1 10 10 14 0 5 4 12 14 0 6 6 17 6

Q3
Adobe Color 6 6 9 9 5 2 11 10 8 4 2 13 11 9 0
Coolors 3 9 13 9 1 3 9 8 10 5 3 13 9 8 2
Ours 1 3 12 16 3 1 7 5 15 7 0 6 12 14 3

Q4
Adobe Color 0 6 11 10 8 4 8 8 13 2 1 5 16 11 2
Coolors 4 7 9 12 3 1 9 13 6 6 0 1 22 8 4
Ours 0 1 3 17 14 0 2 9 9 15 0 4 9 17 5

Q5
Adobe Color 0 8 8 13 6 1 2 14 14 4 1 2 13 13 6
Coolors 1 8 14 10 2 0 2 10 16 7 0 1 13 15 6
Ours 0 4 9 11 11 0 1 10 14 10 0 4 8 14 9
C
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the representative colors. The best possible colors well-representing the
image are provided in HCM, and therefore, the participants can pick
hem out without much effort. In all three tasks, the participants might
tilize either the interactive operations or the widget controlling the
umber of colors. Being provided the two different ways of completing
oals, they consider HCM is much flexible.

Compared to the former two tasks, Task 3 yields interesting but
omewhat expected results (See Fig. 8). In particular, we did not find
ny significance against Adobe and Coolors in terms of Q1—Efficiency

and Q3—Attitude, respectively. These two results originate in the
design of this task in which the participants define their own single
solution (using a separate tool) and replicate it via each tool. Unlike
HCM, the other two tools allow the participants to choose any of all the
possible colors. Thus, they can replicate their goal regardless of whether
the solution well represents the given image, or not. On the contrary,
using HCM, the participants are only able to select highly relevant
colors. This difference causes the resulting palette from HCM being
considered less satisfactory, and therefore the participants reported not
significant scores in Q1–Efficiency (for Adobe) and Q3–Attitude (for
Coolors). Specifically, using HCM, it took too much time to replicate the
olution, and sometimes it was not possible. However, these drawbacks
ould be resolved if we incorporate a color picker, which is omitted
eliberately, into our prototype system.

.3. Post-test interview

After finishing all the tasks, we asked the participants to give us
heir opinion regarding each tool (in a comparative manner), which
ool they preferred, and the reason behind their preference.
10

f

Based on the circumstances, the participants had different prefer-
ences among the tools. The participants who preferred to use HCM
stressed our tool’s supports for choosing, exploring, and experimenting
with various colors within an image. Our proposed visualization and
its novel interactive methods allowed the participants to explore and
extract various colors from an image. One participant said, ‘‘HCM
was good and comprehensive for exploring colors especially because
of the hierarchical representation of colors. It allowed me to explore
colors in depth because of its visualization. On the other hand, Adobe
olor (Adobe, 2020) and Coolors (Coolors, 2020) failed in this area.
hey tended to limit my interaction in terms of exploring colors as you
re eyeballing the image and selecting a color based on your instincts.’’
ther participants said, ‘‘If the goal was to explore the hierarchical

tructure of color extracted from an image, HCM would be the best
ool. However, if one wanted to extract colors from an image and make
djustments, I would prefer the other two tools, or I would say may
e a combination of all three of them.’’, ‘‘I preferred HCM in terms of
xploring the hierarchical structure of colors extracted from an image’’.,
nd ‘‘The interactive operations were precise for this kind of process.
ach interactive operation helped me to focus on a specific color, which
wanted to explore further. This idea of color hierarchy extracted

rom an image is novel and exciting’’. Another notable comment was,
‘Creating a color palette from a hierarchy of color extracted from
n image was unique, and the exploration process was significantly
ystematic’’.

One of the highlights of HCM mentioned by the participants was the
lexible nature of the tool both in interactive functions and in overall
nterface of the tool. One said ‘‘HCM allows us to move back and

orth in process. We can easily move to our previous steps if we want
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Fig. 9. Images with different contents and their corresponding color hierarchies are shown here. Each model is visualized in our method, and the layout is fixed to be radial &
top-down. Note that not all the nodes are presented here to make diagrams more compact. The numbers attached at the terminal nodes indicate the number of leaves below the
folded sub-tree. The highlighted nodes correspond to the color palette.
to. On the contrary both other tools does not allow this type of user
experience’’.

Some participant also mentioned about the flow of color generating
process. A participant said, ‘‘ I like the overall process of HCM as
compared to other two tools. I found the process of both tools (Adobe
and Coolors was a little destructive in nature, especially when you
navigate between their tabs’’. Another participant said ‘‘ I had no clue
when I navigated from one tab to the next because the reference image
was not there any more to work with’’. They also said the idea of having
the History of the entire process was significantly helpful.

The participants who preferred the other tools said that they wanted
more freedom in terms of color selection and adjustments. For example,
one said, ‘‘Choosing the desired color was easier for me in Adobe Color
and Coolors. HCM did not allow me to choose the desired color freely.
It took several steps to do that. If you adjusted the selected color, you
11
could not do that in HCM.’’ Another participant commented, ‘‘There
was no way to adjust the colors after selecting them in HCM.’’ There
was also feedback: ‘‘I wish I could delete any color of my choice from
the palette directly. I found it very hassling to perform two to three
steps to replace or delete a particular color.’’

Generally, the participants mentioned a few usability nuances for
each comparative tool. Participants also commented on specific fea-
tures, such as visible depths in their feedback. Some said that when
you are having more(+four) number of visible depths you often find
it difficult reading into different colors as the lower level color nodes
often overlap each other.

Our goal was to propose an interactive visualization with novel
operations that could improve the user experience for color palette
extraction from an image. Most of the participants agreed upon the
effectiveness of our novel interactive user experience. Therefore, we
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concluded that the majority of the feedback regarding our proposed
prototype was significantly positive. Participants also gave some sug-
gestions, which could help us improve the user experience. Their ideas
are summarized as follows:

Extended interaction. There was a suggestion regarding the selection of
the parent and sibling nodes simultaneously when manipulating. In the
current form, participants could only select either of them at the same
time. Other participants liked the idea of picking a color from the input
image as in Adobe Color. They commented that this interaction would
improve the user experience.

Interaction on a part of an image. Some participants wanted to see
which parts of the image corresponded to the selected color for better
understanding. Additionally, there was a need for the visualization of
colors only from a specific part of the image. Some participants even
wanted to build a color hierarchy from only the designated part of the
image.

Visualization control. A few participants said that the node size is not
ideal for comparing their colors, especially those of the nodes in the
sub-trees. This need can be satisfied by having adaptive control over
the visual depths. In other words, users can focus only on the sub-tree
of the selected node by minimizing the visual depths of the remaining
nodes.

Although all the suggestions of the participants are reasonable, we
have to mention that it is difficult to incorporate some of the proposed
features:

1. directly picking a color from the input image as a way of
interacting with the visual

2. visualizing correspondence between pixels and color palette
nodes

The key challenge is the fact that the HCM does not retain the rela-
tionship between pixels and colors. Meaning, the spatial information is
lost right after the local color distributions are estimated. This set of
color space densities may describe each pixel’s likelihood to fall into
one of them. However, it is unnatural to determine which pixel exactly
belongs to which of the distributions. We thus conclude that we need
to extend the HCM to conserve the spatial context. Such a new model,
which is one of our on-going work, would be sufficient to provide the
above features.

7. Conclusion

In this study, we discuss a novel palette authoring tool with a
better user experience, which originates from the HCM, for extracting
color palettes from a given image. After reviewing prior studies, we
suggest that structural guidance would be beneficial for the task. To
confirm our proposition, we implemented the prototype system to
conduct the user study. From the feedback, we established that our
interactive visualization is easy to learn and convenient to use. The
users also stated that based on their user experience the proposed tool
is superior to existing ones. Based on these results, we expect that
integrating the proposed functionalities with existing workflows will
improve their UXs. It is noteworthy that our prototype was superior to
the fully-featured tools at most of the occasions.

We conclude this study by presenting a few limitations and future
directions. First, we adopted the HCM without any modification. To
extend our tool for authoring an arbitrary color palette, we need to
re-purpose HCM, which was proposed originally for image manipu-
lation. Next, the proposed visualization of color hierarchies did not
originate from expert feedback. We would like to conduct interviews
with professionals to improve the visualization further. Finally, our
system might not be enough for color palette authoring because it is
only a proof of concept. The users requested additional features, such
as direct color picking, theme modification, color harmonization, and
reordering palettes. By incorporating such functionalities, we expect
12

that the prototype will become a ready-to-use tool.
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Appendix A. Questionnaire

The questionnaires used in the usability study, the post usability
study, and the comparative evaluation are as follows. For each task
in the comparative evaluation, participants were asked to complete a
questionnaire using a 5-point Likert scale (1 for strongly disagree, and
5 for strongly agree).

Usability test - task 1.

1. Why did you prefer using the Settings options instead of the Chart
(node-link diagram)? OR vice versa.

2. How easy or difficult was it to use the tool?

sability test - task 2.

1. Do you understand the split and merge functions and how they
work?

2. Probe: How was the experience of manipulating a color palette
using split and merge functions and was there anything unclear
about their functionality?

3. How easy or difficult was it to perform split and merge functions?

sability test - task 3.

1. Do you understand the alter and revert functions and how they
work?

2. Probe: How was the experience of manipulating a color palette
using alter and revert functions and was there anything unclear
about their functionality? How easy or difficult was it to perform
alter and revert functions?

sability test - task 4.

1. Does the History view help in your color palette generating
process?

2. Do you prefer to use History to return to the previous state in the
process of visualization interaction? Or you prefer to go back to
the previous state using a main view interaction?

sability test - task 5.

1. What difference do you feel when using the Settings - number of
colors operation compared to manually generating palettes from
the visualization?

2. Which Layout do you prefer and why?
3. Visible depths: how many do you prefer (less or more number of
depths) and why?
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Usability test - post.

1. How would you describe your overall experience with the tool?
2. What did you like the most about using this tool? What did you

like the least, or what caused your frustration?
3. What, if anything, surprised you about the experience?
4. If you could change one thing about the tool, what would it be?

Why?

Comparative evaluation - task 1.

1. Was the tool efficient enough to generate a five-colored palette
of your liking?

2. Were you satisfied with the end result?
3. Was there any discomfort/frustration when performing the task?
4. Does the tool allow you to choose your method of interaction?
5. Is the tool easy to learn and understand?

Comparative evaluation - task 2.

1. Was the tool efficient enough to match the palette as shown in
the given image?

2. Were you satisfied with the end result?
3. Was there any discomfort/frustration when performing the task?
4. Does the tool allow you to choose your method of interaction?
5. Is the tool easy to learn and understand?

Comparative evaluation - task 3.

1. Was the tool efficient enough to re-generate a five-colored
palette that you generated using the color picker?

2. Were you satisfied with the end result?
3. Was there any discomfort/frustration when performing the task?
4. Does the tool allow you to choose your method of interaction?
5. Is the tool easy to learn and understand?
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